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Outline

ÅOverview of HOKUSAI system

ïOperation concept

ïComputing resources in FY 2016 (Oct ςMar) and FY2017

ÅOperation plan of RICC system

ïSuccessive operation from Jan 2017 to June 2017

ÅOperation status in FY 2016 (Apr ςSep)

ïSummary of application projects

ïUtilization rate of CPU resources
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Operation concept of HOKUSAI system
ÅWe have operated HOKUSAI GreatWave (GW) system since 1st

Apr 2015. 
ÅHOKUSAI BigWaterfall (BW) system will be launched around Oct 

2017. 
ïHOKUSAI GW and BW systems will share the same storage system.
ïHOKUSAI BW system will be decided by Mar 2017. We will inform you as 

soon as possible 
ÅThe system will be Intel Architecture (IA) compatible.
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HOKUSAI System

HOKUSAI-GreatWave(GW)

HOKUSAI-BIgWaterfall(BW)

RICC

FY

The operation will start around Oct 2017.

RICC
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Computing Resources in FY 2016 and FY 2017
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HOKUSAI-GreatWave
GW-MPC: 1PFLOPS

GW-ACSG (30nodes)
GW-ACSL (2nodes)

GW-OFS(2PB)

GW-HSM(8PB)

FrontEnd HOKUSAI High 
Performance Network

FrontEnd

Gateway

MPC ϳ

UPC
(10TFLOPS+50TFLOPS)

SSC

Part of RICC
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Computing Resources in FY 2017
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HOKUSAI-GreatWave
GW-MPC: 1 PFLOPS

GW-ACSG (30 nodes)
GW-ACSL (2 nodes)

GW-OFS(2 PB)

GW-HSM(8 PB)

FrontEnd HOKUSAI High 
Performance Network

BW-MPC:  about 2 PFLOPS
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(after replacement)
HOKUSAI-BigWaterfall

BW-OFS(about 5 PB)

HOKUSAI High 
Performance Network
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Operation plan of RICC system

ÅOperation of RICC will be extended until June 2017
ïPeriod of successive operation: from Jan 2017 to June 2017
ïAdditional review process for the half-year operation takes time 

and effort to users and reviews.

ÅCandidates for allocation plan of computing resources in 
the successive operation
A) Allocate same computing resources to every project
ÅThe upper limit of core time will set about 10% of RICC system.
ÅAvailable core time is not guaranteed and difficult to estimate.

B) Allocate computing resources depending on the allocated 
computing resources of RICC system in FY2016(Apr ςDec)
ÅThe upper limit of core time will set 6/9 of FY2016(Apr ςDec).
ÅIf the upper limit of core time in FY2016 is less than 3% of RICC system, 

the upper limit of core time will set about 3%.
ïIncluding Quick Use project and new project in FY2017
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OPERATION STATUS IN FY 2016 (APR �t SEP)
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