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Al also can be run on CPU

» \Versatility and flexibility for all workloads are the hallmarks of the
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Recent Intel Al
~Supports a wider Al workload~
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AVX-572 & DL Boost on Intel CPU

» AVX-512 (SIMD) is installed, contributing to the improvement of
parallel processing performance. Furthermore, further acceleration
can be expected with the dedicated Deep Learning Boost instruction.

Intel® AVX-512

Inside (Intel® Advanced Vector Extensions 512) Inside
+

Intel® DL Boost

(Intel® Deep Learning Boost)

XEON
PLATINUM
inside”

CORE'i7 |}

mside

From Skylake, AVX-512

From 10t gen Ice Lake
8 From Cascade Lake, DL Boost
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Intel® Al Software: ML and DL

DEVELOPER TOOLS
ANALYTICS

App Developers ZO

MACHINE LEARNING

TOPOLOGHES R MOBELS ™

B s
4 D

for Python
(SKlearn, Pandas)

Data Scientist

- Intel Distribution @ python- |

DEEP LEARNING MANAGEMENT TOOLS
OpenVIN® | containers
; kubernetes E
1F TensorFlow | ‘
: & Kubeflow
O PyTorch " Deep
| Leaming : Architect &
clrence | Devops

GRAPH » |ntel Data Analytics
Acceleration Library
(Intel DAAL)

ML Performance Engineer
* |ntel Math Kernel Library

KERNEL (Intel MKL)

ML Performance Engineer BPU

a

Red font products are the most broadly applicable SW products for Al users

1 TV

' = Intel Machine Learning Scaling

Library (Intel MLSL) ' Data Analytics |

Reference
Stack

L = Intel® Deep Neural Network

Library (DNNL) !

CPU = GPU = FPGA = 55
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SCALING UTILIZE ALL < VECTORIZE/ EFFICIENT PN
" Improve load THE CORES SIMD MEMORY /
I;a:ncmg = OpenMP, MPI = Unit strided CACHE USE t
= Reduce
RN = Reduce access per SIMD || | gy yino @Xne
synchronization synchronization lane
events, all-to-all : . Data reuse
events, serial = High vector _ -
comms code efficiency Prefetching
= Improve load = Data alignment . Memory
balancing allocation

+ + +

See installation guides at
ai.intel.com/framework-optimizations/

More framework
optimizations underway
(e.g., PaddlePaddle*,
CNTK* and more)

SEE ALSO: Machine Learning Libraries for Python (Scikit-learn, Pandas, NumPy), R (Cart, randomForest, e1071), Distributed (MlLib on Spark, Mahout)

*Limited availability today
Optimization Notice



https://www.intelnervana.com/framework-optimizations/
https://software.intel.com/en-us/articles/optimization-notice

O
<
Optimization and Quantization of Deep Learning Models for
Further Performance Improvement of Inference Processing

= Optimization: Make models smarter by removing unnecessary Ops, integrating multiple Ops, etc.

= Quantization*: Make models slim by converting internal numerical representation of the model

from FP32 to INTS8.
» OpenVIN®

= Bdch - 56x56
Optimiz -

ation
Quantiz B o
ation A guantization tool is
.. . . available for each
e Optlmlzatlon & framework.
TTOETIL Quantization

(TensorFlow*, PyTorch* 77 CER) \ : ™
= oy pen

* 2nd generation Intel® Xeon® scalable processors and later with Intel® Deep Learning Boost (VNNI) as of May 2020, effective on 10th generation Intel® Core™
processor family (Ice Laket only) and later

4 oTILkXEtt intel®
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Deep Learning Inference Processing Benchmark
Intel® Xeon® Gold 6254 processor @ 2.10GHz (18 cores x 1 sockets)

MERELE (%) Resnet50 - FPS As of 3/20/2020
Input=224x224, BS=1, 1 stream

8.00
6.00
4.00
2.00
TensorFlow* OpenVINO™ TensorFlow* OpenVINO™
1.15.0 Y—)LF v 2020R1 1.15.0 W—JLFv  2020R1
FP32 INT8
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CheXNet Performance Optimization by OpenVINO™

Before Optimization«

Measured the batch
inference performance
with 22K images

11,177 sec

(Baseline)

on
Xeon 6252

- After Optimization

Optimization

» Export the model to
ONNX.

* Convert the ONNX to IR
by OpenVINQO's Model
Optimizer.

* Run the IR on
OpenVINOQO's inference
engine.

Quantization

* Quantize the IRto INT8
format by OpenVINO's
quantization tool

* Run the IR on
OpenVINO's inference
engine. (on VNNI)

Parallelization

* Change the source code
to use asynchronized
processing and multi
threading on
OpenVINO's inference
engine (8 parallel).

Please refer the link below to find the specific source code.
https://github.com/taneishi/CheXNet

x1.4

X 44.5

against Baseline




Training wit

N Huge Memory
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V100 GPU (32GB memory)
* 10 CPU cores

« 126GB RAM

 Batch size of 1

2 X Intel Platinum CPUs.
« 2x24 CPU cores
 384GB RAM

 Batch size of 6
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School of Public He

The DICE (model accuracy) is on average 5%

higher for models trained on an Intel® CPU.
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https://www.google.com/url?sa=i&source=images&cd=&ved=2ahUKEwipp72KrLbjAhUJbisKHTkGAcsQjRx6BAgBEAU&url=https://blogs.nvidia.com/blog/2012/09/10/what-is-cuda-2/&psig=AOvVaw0KRNERlOWvcLWvTFZW7qgv&ust=1563260160893606

N

What if | want performance?
2

Use multiple CPUs in a bundle
In other words, Distributed Training ¢

A TR EH intel. "



Scaling Efficient Deep Learning on Existing
Infrastructure: The Case of GENCI and CERN

GENCI CERN

French research institute focused on numerical simulation and HPC the European Organization for Nuclear Research, which operates the

across all scientific and industrial fields Large Hadron Collider (LHC), the world's largest particle accelerator
Succeeded in training a plant classification model for 94% scaling efficiency up to 128 nodes, with a

300K species, 1.5TByte dataset of 12 million images | significant reduction in training time per epoch for

on 1024 2S5 Intel® Xeon® Nodes with Resnet50. 3D-GANs

High Energy Physics: 3D GANs Training Speedup Performance
Intel 25 Xeon(R) on Stampede2/TACC, OPA Fabric
TensorFlow 1.9+MKL-DNN+horovod, Intel MPI, Core Aff. BKMs, 4 Workers/Node

Pl@ntNet Scalability on IRENE Cluster

1
Intel 2S Xeon(R) Platinum processor 8160 24Cores | <425 Xeon 8160: Secs/Epoch Speedup ~ —o-Ideal  -a-Scaling Efficiency
Intel(R) Distribution of Caffe*, Intel(R) MLSL, Mellanox* Fabric Pl oase o M e aw gy e 100%

High Energy Physics: 3D GANS Training Performance
Intel 25 Xeon(R) on Stampede2/TACC, OPA Fabric
TensorFlow 1.9+horovod, IMPI, Core Aff. BKMs, 4 Workers/Node

90%

80%

= |deal Pl@ntNet

64 425 Xeon 8160, 24C: Measd. secs/Epoch
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256

1 2 4 8 16 2 64 128
Intel 25 Xeon(R) Nodes
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ML is still important

Top Data Science, Machine Learning
Methods used in 2018/2019  share of Respondents

Regression I 5 6 %/
Decision Trees / Rules I 4 8%/
Clustering I 47 %
Visualizaiton I 4 6%
Random Forests I 45 %
Statistics - Descriptive I 3 0%
K-NearestNeighbors HIEEEEEE———————_—_— 3 3%
Time Series I 2%
Ensamble Methods IEEEEEEEE———————— 30%
PCA I 2 S%
Text Mining I ? 8%
Boosting I ? 7%
Neural Networks - Deep Learning I 2 5%
Anomaly / Deviation Detection I ? 3%
Dgradient Boosted Machines === ? 3%
Neural Networks - CNN . 2 2%

Support Vector Machine I ? 2%

£ UF kst et 5|t : https://www.kdnuggets.com/2019/04/top-data-science-machine-learning-methods-2018-2019.html inteL 13



INntel® Distribution for
Python

Intel's implementation and optimization
of Python and related libraries

* Numpy
Pandas
Scipy

» Scikit-learn
XGBoost
TensorFlow

* eftc.

1 TV

Intel® Distribution for Python* 2019 NumPy Accelerations on Public Cloud
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Performance results are based on testing as of July 9, 2018 and may not reflect all publicly available security updates. See configuration disclosure for detalls. No product can be absolutely secure.

Software and workloads used In performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and MobileMark, are measured using specific computer systems, components, software,
operations and functions. Any change to any of those factors may cause the results to vary. You should consult other Information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product
when combined with other products. For more complete information, see Performance Benchmark Test Disclosure.

Testing by Intel as of July 9, 2018. Configuration: Stock Python: python 3.6.5 compiled from sources obtained at python.org, numpy 1.14.3, scipy 1.1.0, scikit-learn 0.19.1 installed from pip; Intel Python: Intel Distribution for Python 2019 Gold: python 3.6.5
Intel_11, numpy 1.14.3 intel_py36_5, mki 2019.0 intel_105, mkl_fft 1.0.2 intel_np114py36_6, mkl_random 1.0.1 Intel_np114py36_6, scipy 1.1.0 Intel_np114py36_6, scikit-learn 0.19.1 intel_np114py36_35. AWS configuration. For ¢5 18x, Hardware: Intel* Xeon*
Platinum 8124M CPU @ 3.00GHz (2 sockets, 18 cores/socket, HT:2); Virtualization: full KVM, two 18-core CPUs avallable. For ¢5 2x, Hardware: Intel* Xeon® Platinum 8124M CPU @ 3.00GHz (2 sockets, 18 cores/socket, HT:2); Virtualization: full KVM, 4 cores
avallable from one CPU. For ¢4 8x, Hardware: Intel(R) Xeon(R) CPU E5-2666 v3 @ 2.90GHZ (2 sockets, 10 cores/socket, HT:2); Virtualization: full Xen, 9 cores available from each CPU. For c4 2x, Hardware: Intel(R) Xeon{R) CPU E5-2666 v3 @ 2.90GHz (2 sockets,
10 cores/socket, HT:2); Virtualization: full Xen, 4 cores avallable from one CPU.

Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. These optimizations Include SSE2, SSE3, and SSSE3 Instruction sets and other optimizations. Intef does
not guarantee the availability, functionality, or effectiveness of any optimization on microprocessors not nd by Intel. Microg dependent optimizations in this product are intended for use with Intel microprocessors. Certain optimizations not
specific to Intel microarchitecture are reserved for Intel microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding the spedific instruction sets covered by this notice. Notice revision #20110804.

For more complete about compiler see our G Notice.

Intel® Distribution for Python* 2019 Scikit-learn* Accelerations on Public Cloud
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Speedup factor over stock
scikit-learn*

0

c42x (8core, c48x(36 c52x(8core, ¢518x(72 c42x(8core, c48x(36 c52x(8core, ¢518x(72 c42x(8core, c48x(36 «c52x(8core, c518x(72
Intel® AVX2) core, Intel* Intel® AVX- core, Intel* Intel®* AVX2) core,Intel® Intel®* AVX- core, Intel® Intel® AVX2) core,Intel® Intel® AVX- core, Intel®
AVX2) 512) AVX-512) AVX2) 512) AVX-512) AVX2) 512) AVX-512)

Kmeans (predict)

Regression (Train) Regression (predict)

Performance results are based on testing as of July 9, 2018 and may not reflect all publicly available security updates. See configuration disclosure for detalls. No product can be absolutely secure.
Software and workloads used in perf e test for performance only on Intel microprocessors. Performance tests, such as SYSmark and MobileMark, are measured using specific computer systems, components, software,
operations and functions. Aty change to any of those factors may cause the results to vary. You should consult other information and performance tests to assist you In fully evaluating your contemplated purchases, including the performance of that product
when combined with other products. For more complete Information, see Performance Benchmark Test Disclosure

Testing by Intel s of July 9, 2018. Configuration: Stock Pytho: python 3.6.5 compiled from sources obtained at python.org, numpy 1.14.3, scipy 1.1.0, scikit-learn 0.19.1 installed from pip; Intel Python: Intel Distribution for Python 2019 Gold: python 3.6.5
Intel_11, numpy 1.14.3 Intel_py36_5, mki 2019.0 intel_105, mkl_ft 1.0.2 intel_np114py36_6, mkl_random 1.0.1 Intel_np114py36_6, scipy 1.1.0 intel_np114py36_6, scikit-learn 0.19.1 intel_np114py36_35. AWS configuration. For ¢5 18x, Hardware: Intel® Xeon*
Platinum 8124M CPU @ 3.00GHz (2 sockets, 18 cores/socket, HT:2); Virtualization: full KVM, two 18-core CPUS available. For ¢5 2x, Hardware: Intel* Xeon* Platinum 8124M CPU @ 3.00GHz (2 sockets, 18 cores/socket, HT:2); Virtualization: full KVM, 4 cores
avallable from one CPU. For ¢4 8x, Hardware: Intel{R) Xeon(R) CPU E5-2666 v3 @ 2.90GHz (2 sockets, 10 cores/socket, HT:2); Virtualization: full Xen, 9 cores avallable from each CPU. For ¢4 2x, Hardware: Intel(R) Xeon(R) CPU ES-2666 v3 @ 2.90GHZ (2 sockets,
10 cores/socket, HT:2); Virtualization: full Xen, 4 cores available from one CPU.

Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. These optimizations include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does
not guarantee the availability, functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for use with Intel microprocessors. Certain optimizations not
specific to Intel microarchitecture are reserved for Intel icropeocessons Please refer to the applicable product User and Reference Guides for more Information regarding the specific instruction sets covered by this notice. Notice revsion #20110804

For more complete about compiler of Notice.

https://software.intel.com/en-us/distribution-for-python/benchmarks

intel.
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https://software.intel.com/en-us/distribution-for-python/benchmarks

Intel® Al Library & oneDAL

Math ML & Analytics DL Collec_tlv_e
- Communicaiton

®
Intel® oneAPI Intel® oneAPI

Intel® oneAPI Intel® oneAPI Deen Neural Network Collective
Math Kernel Library Data Analytics Library P Libra Communication
(oneMKL) (oneDAL) (oneDI\?I/\I) Library

(oneCCL)

|
! ! ! 1

—
K
Spa s

databricks

pip install daal4py pip install intel-scikit-learn Able to install into Spark http://www.intel.com/analytics

e et https://www.oneapi.com/ intel.

Partner Solution

daaldpy



https://www.oneapi.com/

New demand, New Technology

(L’

curity
PPML

(Privacy Preserving Machine Learning) G
aPn L5

Machine learning

technology with an

emphasis on privacy Analysis of graph data or
protection pattern detection using

machine learning

l

1)

Dat

¢

4TINS

Algorithm

SLIDE

(Sub-Linear Deep learning Engine)

Collaboration with Rice University.
Deep learning’s training algorithms
have been fundamentally
redesigned to achieve higher
learning performance on the CPU
than on the GPU.

intel. s



Intel Technology Blog on Graph Analysis

Measuring Graph Analytics

Performance

The Diverse Landscape of Graph Analytics Requires a Comprehens
Benchmark

@ Henry Gabb | Follow
Feb 8 - 6 min read
-

What Is Graph Analytics And Why Does It Matter?

A graph is a good way to represent a set of objects and the relations be
them (Figure 1). Graph analytics is the set of techniques to extract
information from connections between entities.

- -
&-o©
@@ ()

Adventures in Graph Analytics

Benchmarking

It's Important to Use a Benchmark for Its Intended Purpose

@ Henry Gabb

- Feb 18 - 5 min read ’ m n

With all the attention graph analytics is getting lately, it’s increasingly
important to measure its performance in a comprehensive, objective, and
reproducible way. I covered this in a previous article, in which I
recommended using an off-the-shelf benchmark like the GAP Benchmark
Suite from the University of California, Berkeley. There are other graph

benchmarks, of course, like LDBC Graphalytics, but they can’t beat GAP fi
ease of use. There’s significant overlap between GAP and Graphalytics, bt

the latter is an industrial-strength benchmark that requires a special

software configuration.

Measuring Graph Analytics Performance

You Don’t Have to Spend $800,000 to
Compute PageRank

There's a Better Way to Do Large-Scale Graph Analytics

/e\ Henry Gabb

- Jul 8 - 3 min read , m n H

Benchmarking isn’t my favorite topic, but I have a passing interest in graph

analytics benchmarking:

Measuring Graph Analytics Performance

What Is Graph Analytics And Why Does It Matter?

medium.com

I'll occasionally dissect benchmarks that I think are inaccurate or
misleading:

https://medium.com/intel-analytics-software

1 TV

intel.
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https://medium.com/intel-analytics-software/you-dont-have-to-spend-800-000-to-compute-pagerank-fa6799133402
https://medium.com/intel-analytics-software

Al Software Ecosystem on Intel

DATA SCIENTISTS &
DATA ANALYSTS

AI/ANALYTICS SOLUTIONS MODEL Z0OO ANALYTICS Z00

PANDAS
SCIKIT-
TENSOR- OPEN- LEARN XG- PYT/HON
FLOW VINO™ BOOST

NUMBA
LIBRARIES &

Refer to https://software.intel.com/articles/optimization-notice for more information regarding performance and optimization choices in Intel software products.

DL/ML/BIGDATA
FRAMEWORKS

SPARK
SQL+ML/DL Scale Out

A TR EH intel. 18



| Accelerate Your Al Journey with Intel

Jl Intel Xeon Scalable Processor: The only data center CPU with built-in Al acceleration

&in DISCOVERY &2 DEPLOY

of possibilities & next steps setup, ingestion & cleaning models using analytics/Al into production & iterate

INTEL@ AI Over 100 vertical & horizontal DATA ANAI.YTIBS Over 50 optimized MOVE (inteD Ethernet BAREFCOT
BU"_DERS ecosystem solutions software platforms A i I
&= Photonics '

A Web Servi A ’ : -
mazgar;du e(jlouec;wces MABHINE Intel Distribution ‘"'15 STURE (el R bt () ety
OPTIMIZED CLOUD Gool\g/;l:irg;cg;?:zlitfeorm LEARNING for Python .v. | Intel 3D NAND SSD
& More In development

¥ TensorFlow O Py’TDI"Ch

~ AIOPTIMIZED D select - DEEPLEARNING  opcrvine  PROCESS | =
CONFIGURATIONS

solution

All products, computer systems, dates, and figures are preliminary based on current expectations, and are subject to change without notice. = Optimization Notice



https://software.intel.com/en-us/articles/optimization-notice
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