Q&A of Users meeting on July 31 2017

abbreviation
GW: HOKUSAI GreatWall

BW: HOKUSAI BigWaterfall

Q1) Does user have to avoid overlapping of the research proposals between the existing
General Use project of GW and the newly applying General Use project of BW?

A1) If user has the General Use project of GW in FY2017 (G17#**), the application of
BW will be added to the project. In this case, the project number need to be written in
the application form. There seems to be many overlap of research proposals between
GW and BW, but user should explain the differences of the purpose and methods of

computation as clearly as possible.

Q2) Which version of Gaussian will be available on GW-MPC and BW-MPC?

A2) After the maintenance scheduled in the beginning of September, Gaussian16(G16)
will be available on GW-ACSG/L. Gaussian09(G09) will be also available without
official support of Gaussian Inc.

At the same time, G09 and G16 will be available on GW-MPC.

On BW-MPC G16 will be available on the only fixed 56 nodes installed RHEL . On the
other nodes installed CentOS, G16 will be also available without official support of

Gaussian Inc. G09 will be also available without official support of Gaussian Inc.

Q3) Does ACCC have any idea of the application for FY2018 projects?

A3) Currently, we do not decide the application of the next year. As the future direction,
users will apply for the computation resources for each subsystem of GW and BW. If the
total applied computational resources of GW-MPC and BW-MPC differ largely, we
would like to adjust the computational resources for the projects that can use either

system without problems.

Q4) Is new General Use project to use GW-MPC unacceptable of the 2nd project review
of FY2017?
A4) Yes.

Q5) Is there any solution to run large-scale jobs on GW-MPC by Quick Use project?
A5) ACCC can permit to change the upper limit of the number of parallelization by



Quick Use project if they need. If you have such a demand, you should request as early

as you can because we have to schedule executing of targeting jobs appropriately.

Q6) How will the condition of job execution (ex. the maximum number of the
parallelization ) be planned to set?
A6) For General Use project, the maximum number of parallelization is 5,120 cores (128

nodes).

Q7) Can the entire systems (GW and BW) be operated from the front-end server,
hokusai.riken.jp, after the regular operation of BW starts?

A7) Yes. The old front-end system of GW will be operated only for specific purposes.

Q8) Is there any plan to provide training classes for beginners?
A8) Information Systems Division is able to provide instructions or consultations for

beginners on demanded. If you need them, please request by email.

Q9) Which performance profiler will be available on BW?
A9) Intel Vtune Amplifier will be available.

Q10) Is there any plan to install accelerators for Deep Learning?
A10) We are having a plan to have ACSG operated as a GPU dedicated server. We are
also considering to install software frameworks for Deep Learning. But it is difficult to

support continuously because those frameworks update so frequently.

Q11) Is Hyper-Threading available on BW?
A11) Hyper-Threading is not available on BW in the operation starting from October.
We should be considering about Hyper-Threading when the performance gain will be

cleared because we can’t switch (On/ Off) Hyper-Threading flexibly.
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